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 This study evaluates the performance of a network with and without load balancing 

bonding. The tests were conducted in a VMware virtual environment and applied to 

an Internet Service Provider (ISP) network. The setup involved two routers 

connected via three virtual cables configured for load balancing bonding, with a 

computer acting as the test environment. A workload of 1,000 packets was used for 

the evaluation. The results demonstrated superior performance when load balancing 

bonding was applied compared to when it was not. In the default condition, the speed 

in Balance Round Robin mode was higher, achieving 0.157 Mbps (Tx) and 3.4 Mbps 

(Rx). Latency was lower in Balance Round Robin mode, recorded at 729 ms. The 

average throughput in Balance Round Robin mode was also higher at 768 bps. Packet 

loss was consistently 0%, with no lost packets observed. Under failover conditions, 

Balance Round Robin mode maintained superior performance, with speeds of 0.107 

Mbps (Tx) and 2.2 Mbps (Rx). These values were derived using Bandwidth Test and 

Traceroute tools. In conclusion, the implementation of load balancing bonding 

significantly improves network performance in terms of speed, latency, average 

throughput, and packet loss, under both default and failover conditions. These 

findings highlight the potential of load balancing bonding to enhance the reliability 

and efficiency of network operations. 
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I. INTRODUCTION 

The rapid development of computer networks and the 

internet, especially as a medium for information 

dissemination, has made a reliable connection increasingly 

essential [1]. Individuals, organizations, and Internet Service 

Providers (ISPs) must effectively manage their networks to 

prevent system failures, data loss, or inaccuracies [2]. Diverse 

computer networks require various resources, including 

servers, storage, and applications [3].  

Load balancing and bonding are two critical techniques in 

computer networks that complement each other and are 

highly beneficial for enhancing performance, availability, and 

scalability in network management. Load balancing 

distributes traffic across multiple servers connected through 

bonding, ensuring that each server handles only a portion of 

the total traffic, thereby improving overall system 

performance [4]. Bonding, on the other hand, enhances speed, 

bandwidth, and redundancy in connections between load 

balancers and the backend servers [5],[6].  

To provide a solid foundation for this research, several 

relevant studies are reviewed. The first study [7] evaluated 

parameters such as packet loss, delay, jitter, and throughput. 

The results indicated that bonding interfaces offer greater 

network stability compared to single-link networks, as 

evidenced by lower jitter values. 

The second study [8] focused on failover testing, using 

parameters such as packet loss and throughput. The results 

showed that link aggregation using two bonding interfaces 

increased average UDP bandwidth from 0 bps/91.6 Mbps to 

0 bps/184.9 Mbps, and TCP bandwidth from 0 bps/93.8 Mbps 

to 0 bps/105.5 Mbps. Utilizing MikroTik Router, link 

aggregation effectively enhanced bandwidth throughput by 

combining two physical Ethernet links into a single logical 

link. 
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This study aims to evaluate the performance improvement 

of networks using load balancing bonding compared to those 

without it. Unlike previous studies, this research employs 

three load balancing bonding modes: Balance Round Robin, 

Balance Transmit Load Balancing, and Balance Adaptive 

Load Balancing. The tests were conducted in a VMware 

virtual environment and applied to an ISP network. The 

network configuration involved two routers connected via 

three virtual cables, serving as load balancing bonding, and a 

computer used for testing. A workload of 1,000 packets was 

transmitted in networks both with and without load balancing 

bonding. 

The performance evaluation focuses on parameters such as 

speed, failover [9], latency [10], average throughput [8], and 

packet loss [11]. Additionally, a comparison of these 

parameters is made between networks with and without load 

balancing bonding to highlight the performance differences. 

 

II. METHOD 

This research utilizes three modes of Load Balancing 

Bonding: Balance Round Robin [12], Balance Transmit Load 

Balancing [13], and Balance Adaptive Load Balancing [14]. 

The study involves several stages aimed at addressing the 

identified problems, as illustrated in Figure 1. 

 

 
 

Figure 1. Research Stages 
 

A. Literature Review  

A comprehensive literature review was conducted to gather 

information on the subject matter. References and previous 

research papers were studied to understand and analyze the 

performance enhancement of networks using load balancing 

bonding compared to networks without it. 

B. Problem Identification 

The system development requirements were identified, 

including the tools and technical parameters used in the study. 

These details are outlined in Tables I and II, which serve as a 

foundation for the experimental setup and performance 

evaluation. 

TABLE I 
TOOLS USED 

Software   Function 

Winbox Application used for network configuration 

Mikrotik Application used to connect multiple 

networks 

Vmware Application used for virtual machines 

Bandwidth Test Application used to measure data transfer 

speed 

Traceroute Application used to measure latency, 

average, and packet loss 

TABLE II 

TECHNICAL PARAMETERS 

Parameter   Detail 

Speed Time generated from the testing 

Failover Time generated from the testing when a network 

experiences failure or outage 

Latency Time required for data packets to reach their 

destination 

Average Time required for data packets to travel from one 

router to the next 

Packet Loss Percentage of data packets lost 

C. System Design 

The network configuration involves two routers connected 

by three virtual cables configured for load balancing bonding. 

A computer is incorporated into the topology to function as a 

test client for load balancing bonding.  

 
 

Figure 2. Network Topology 

All devices on the Vmnet3, including the client devices 

connected to the routers via NAT interfaces, are designated as 

part of the private network, while network segments outside 

Vmnet3 are considered part of the public network. A network 

topology diagram was created to visually represent the 

infrastructure, facilitating better understanding. The topology 

used in this research is shown in Figure 2. 

Each virtual cable in VMware has a bandwidth of 10 Mbps 

with identical configurations. To connect the routers to the 

PC, the same type of virtual cable was used, as depicted in 

Figure 3. 
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Figure 3. VMware Settings 

It shows the configuration for both incoming and outgoing 

transfer settings, including the bandwidth, packet loss, and 

latency for network traffic. Here's a description of the key 

components: 

 Incoming Transfer: Configured to a bandwidth of 10 

Mbps, with a packet loss of 0% and a latency of 0 ms. 

 Outgoing Transfer: Similarly set to 10 Mbps, with 0% 

packet loss and 0 ms latency. 

 MAC Address: A unique MAC address 

(00:0C:29:07:39:F2) is displayed here, likely generated 

automatically for the network adapter. 

This configuration helps simulate the network performance 

in a controlled environment, which can be useful for testing 

various network scenarios or configurations. 

D. Result and Analysis 

System testing was conducted to evaluate the performance 

of the developed setup. Primary data collection began with 

system testing analysis performed using Winbox [15-17], 

which provides tools such as Bandwidth Test and Traceroute. 

These tools were employed to gather data for this research. 

Secondary data were obtained through literature analysis and 

references used to support the study. 

The test results obtained in the virtual environment are 

relevant and can potentially be applied to real-world physical 

networks. This relevance is ensured by carefully designing the 

experiment with variables such as network topology, 

workload conditions, simulation configurations, consistent 

use of load balancing bonding modes, and selecting 

appropriate metrics to measure network performance 

improvements, including speed, latency, average throughput, 

packet loss, and failover. 

Although the simulation provides valuable insights into the 

mechanisms of load balancing bonding, it should be noted that 

the results may not entirely reflect the performance of 

physical networks, which are inherently more complex. 

Factors such as network hardware variations, interference, 

and dynamic workload fluctuations can significantly impact 

performance outcomes. 

Further research is needed to validate the simulation results 

by employing physical hardware and more realistic 

workloads. This would enable a more accurate assessment of 

the performance improvements achieved by load balancing 

bonding under conditions closer to real-world environments. 

III. RESULT AND ANALYSIS 

Testing to compare speed was conducted using the 

Bandwidth Test tool with predefined bonding modes. The 

first test was performed on networks using load balancing 

bonding and networks without load balancing bonding. The 

second test included failover mechanisms applied to both 

network configurations. 

Testing to compare latency, average throughput, and 

packet loss was conducted using the Traceroute tool. The 

workload consisted of 1000 packets transmitted in each 

predefined bonding mode without applying the failover 

mechanism. 

 Latency Comparison. The first test compared latency 

in networks with and without load balancing bonding.  

 Average Throughput Comparison. The second test 

evaluated average throughput under the same 

conditions. 

 Packet Loss Comparison. The third test compared 

packet loss between networks with and without load 

balancing bonding. 

These tests aim to evaluate the performance improvements 

achieved with load balancing bonding compared to networks 

without load balancing bonding. 

A. Configuration of Balance Round Robin 

Initially, bonding interfaces were added to each router, 

followed by configuring slave parameters based on the router 

interfaces used in MikroTik. After adding the slave 

parameters, the bonding mode was set to Balance Round 

Robin as per the test requirements. The detailed configuration 

is shown in Figure 4.  

 

 
Figure 4. Balance Round Robin Configuration 

Figure 4 shows the Balance Round Robin configuration on 

Mikrotik, where three network interfaces (ether5, ether6, and 

ether7) are combined into a bonding interface with the 

Balance Round Robin mode. This mode distributes the 

network load evenly across the slave interfaces, ensuring 

balanced packet data distribution and improving overall data 

transfer speeds. This configuration is useful for optimizing 
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bandwidth usage and providing network redundancy, 

enhancing performance and stability in congested network 

conditions or when a network interface fails. 

B. Configuration of Balance Transmit Load Balancing 

Similarly, bonding interfaces were added, and slave 

parameters were configured for each router. The bonding 

mode was then set to Balance Transmit Load Balancing for 

the respective tests, as shown in Figure 5. 

 

 

Figure 5. Balance Transmit Load Balancing Configuration 

Figure 5 shows the Balance Transmit Load Balancing 

(TLB) configuration in Mikrotik, where three network 

interfaces (ether5, ether6, and ether7) are configured in a 

bonding interface. In this mode, the network traffic is 

distributed based on the outgoing traffic load across the slave 

interfaces. Unlike Balance Round Robin, which evenly 

distributes traffic in both directions (incoming and outgoing), 

Balance TLB optimizes the outbound traffic load balancing 

while utilizing the best available network interface for 

incoming traffic. This helps in improving the overall 

performance, reducing congestion on any single interface, and 

ensuring better load distribution in a network environment. 

C. Configuration of Balance Adaptive Load Balancing 

The bonding interfaces and slave parameters were 

configured similarly, followed by selecting the Balance 

Adaptive Load Balancing mode. Details are depicted in 

Figure 6. 

 

Figure 6. Balance Adaptive Load Balancing Configuration 

D. Configuration Without Load Balancing 

In this configuration, bonding interfaces were added and 

slave parameters were set, but the bonding interface was 

disabled as per the test requirements. This configuration is 

detailed in Figure 7. 

 

Figure 7. Configuration Without Load Balancing 

E. Speed Analysis 

The speed tests revealed significant improvements when 

using load balancing bonding. Before implementing load 

balancing bonding, the recorded speeds were 0.052 Mbps 

(Tx) and 1.1 Mbps (Rx). After applying load balancing 

bonding, the speeds increased to 0.157 Mbps (Tx) and 3.4 

Mbps (Rx), as shown in Figure 8. This demonstrates the 

advantages of load balancing bonding in enhancing network 

performance. 

TABLE III 

SPEED CALCULATION RESULTS 

No Mode Bonding Tx Rx 

1 Balance Round Robin 0.157 Mbps 3.4 Mbps 

2 Balance Transmit Load 

Balancing 

0.045 Mbps 3.2 Mbps 

3 Balance Adaptive Load 

Balancing 

0.12 Mbps 3.3 Mbps 

4 Without Load Balancing 0.052 Mbps 1.1 Mbps 

 

Table III presents the speed calculation results from the 

tests conducted before and after using load balancing bonding 

with the modes: Balance Round Robin, Balance Adaptive 

Load Balancing, and Balance Transmit Load Balancing. For 

a clearer comparison, please refer to the comparison chart 

shown in Figure 8. 

 

Figure 8. Speed Comparison Chart 

F. Failover Analysis 

During failover conditions, speed tests were conducted, 

and the results indicated that speeds before using load 

balancing bonding were lower compared to speeds after 

implementing load balancing bonding. This comparison is 

illustrated in Figure 9. The speeds recorded before using load 
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balancing bonding were 0.05 Mbps (Tx) and 1.1 Mbps (Rx), 

while speeds after using load balancing bonding were 0.107 

Mbps (Tx) and 2.2 Mbps (Rx). The implementation of load 

balancing bonding continued to demonstrate superior 

performance.  

TABLE IV 
RESULTS OF SPEED CALCULATION DURING FAILOVER 

No Mode Bonding Tx Rx 

1 Balance Round Robin 0,107Mbps 2.2 Mbps 

2 Balance Transmit Load 

Balancing 

0.01Mbps 0.1 Mbps 

3 Balance Adaptive Load 

Balancing 

0,078Mbps 2.1 Mbps 

 

4 Without Load Balancing 0,05Mbps 1.1 Mbps 

 

Table IV provides details of the speed calculations under 

failover conditions, comparing results before and after 

implementing load balancing bonding in Balance Round 

Robin, Balance Adaptive Load Balancing, and Balance 

Transmit Load Balancing modes. The graphical comparison 

can be observed in Figure 9. 

 

Figure 9. Speed Comparison Chart During Failover 

G. Latency Analysis 

The latency test results revealed that latency before using 

load balancing bonding was higher than after its 

implementation.  

TABLE V 

LATENCY CALCULATION RESULTS 

No Mode Bonding Latensi 

1 Balance Round Robin 729ms 

2 Balance Transmit Load Balancing 749ms 

3 Balance Adaptive Load 

Balancing 

759ms 

4 Without Load Balancing 779ms 

 

This comparison is depicted in Figure 10, where the 

latency value before using load balancing bonding was 779 

ms, and after implementation, it was reduced to 729 ms. Load 

balancing bonding consistently showed better performance.  

Table V contains detailed latency calculations from tests 

conducted before and after implementing load balancing 

bonding using Balance Round Robin, Balance Adaptive Load 

Balancing, and Balance Transmit Load Balancing modes. The 

graphical representation of these comparisons is shown in 

Figure 10. 

 

Figure 10. Latency Comparison Chart 

H. Average Throughput Analysis 

The test results for average throughput indicated that 

values before implementing load balancing bonding were 

lower compared to after its use. As shown in Figure 11, the 

average throughput before using load balancing bonding was 

734 bps, while it increased to 768 bps after the 

implementation. Load balancing bonding consistently 

demonstrated an advantage over configurations without it. 

TABLE VI 

AVERAGE CALCULATION RESULTS 

No Mode Bonding Average 

1 Balance Round Robin 768 bps 

2 Balance Transmit Load Balancing 746 bps 

3 Balance Adaptive Load Balancing 758 bps 

4 Without Load Balancing 734 bps 

 

Table VI provides information about average throughput 

calculations before and after using load balancing bonding in 

Balance Round Robin, Balance Adaptive Load Balancing, 

and Balance Transmit Load Balancing modes. Further details 

can be observed in the graphical comparison in Figure 11. 

 

Figure 11. Average Comparison Chart 

I. Packet Loss Analysis 

The packet loss calculations showed no differences, with 

a consistent value of 0% for both configurations—whether 

0
0.5

1
1.5

2
2.5

Balance
Round
Robin

Balance
Transmit

Load
Balancing

Balance
Adaptive

Load
Balancing

Tanpa Load
Balancin

Tx Rx

700
710
720
730
740
750

760
770
780
790

Balance

Round

Robin

Balance

Transmit

Load

Balancing

Balance

Adaptive

Load

Balancing

Tanpa Load

Balancin

710

720

730

740

750

760

770

780

Balance

Round

Robin

Balance

Transmit

Load

Balancing

Balance

Adaptive

Load

Balancing

Tanpa Load

Balancin



JAIC e-ISSN: 2548-6861   

 

Effect of Load Balancing Bonding and Failover on Speed, Latency, Average, and Packet Loss 

(Farhan Toriq, Banu Santoso) 

331 

using load balancing bonding or not. A detailed comparison 

is provided in the graphical representation in Figure 12. 

 

Figure 12. Packet Loss Comparison Chart 

IV. CONCLUSION 

Based on the tests conducted by the researcher, it can be 

concluded that the use of load balancing bonding with the 

balance mode applied in this study results in better network 

performance compared to not using it. The speed calculation 

results show that when using load balancing bonding in the 

default condition with the Balance Round Robin mode, the 

achieved speed is 0.157 Mbps (Tx) and 3.4 Mbps (Rx), which 

is higher than when load balancing bonding is not used, where 

the speed is only 0.052 Mbps (Tx) and 1.1 Mbps (Rx). 

Additionally, the speed calculations under failover 

conditions show that the speed obtained with load balancing 

bonding in the Balance Round Robin mode is 0.107 Mbps 

(Tx) and 2.2 Mbps (Rx), which is still higher than the speed 

obtained without load balancing bonding, which only reaches 

0.05 Mbps (Tx) and 1.1 Mbps (Rx). 

The latency calculation results show that when using load 

balancing bonding with the Balance Round Robin mode, the 

latency value is 729 ms, which is lower compared to the 

latency without load balancing bonding, which is 779 ms. The 

average throughput when using load balancing bonding with 

Balance Round Robin mode is 768 bps, which is higher than 

the throughput without load balancing bonding, which is only 

734 bps. Meanwhile, the packet loss test results were the 

same, showing 0% packet loss, meaning no packets were lost 

in both configurations—whether using load balancing 

bonding or not. 

In conclusion, the use of load balancing bonding with the 

Balance Round Robin mode is selected because it 

significantly improves network performance, both in default 

and failover conditions, compared to other Balance modes 

and without load balancing bonding, based on speed, failover, 

latency, average throughput, and packet loss parameters. 

REFERENCES 

[1] M. S. S. A. Mahajan ,Lalit Patil, “Optimizing System Resources 
and Adaptive Load Balancing Framework Leveraging ACO and 

Reinforcement Learning Algorithms,” J. Electr. Syst., vol. 20, no. 

1s, pp. 244–256, 2024, doi: 10.52783/jes.768. 
[2] S. Almakdi, A. Aqdus, R. Amin, and M. S. Alshehri, “An 

Intelligent Load Balancing Technique for Software Defined 

Networking Based 5G Using Machine Learning Models,” IEEE 
Access, vol. 11, no. September, pp. 105082–105104, 2023, doi: 

10.1109/ACCESS.2023.3317513. 

[3] M. R. Belgaum, S. Musa, M. M. Alam, and M. M. Su’Ud, “A 

Systematic Review of Load Balancing Techniques in Software-
Defined Networking,” IEEE Access, vol. 8, pp. 98612–98636, 

2020, doi: 10.1109/ACCESS.2020.2995849. 

[4] F. Hariadi, P. Alfa Ray Leo Lede, and U. Melvy Kalaway, “The 
Effect Of Load Balancing And Failover Of Two Wide Area 

Networks With Per Connection Classifier Method On Qos 

Throughput, Packet Loss, Qos Delay, And Qos Jitter,” JOINCS 
(Journal Informatics, Network, Comput. Sci., vol. 4, no. 2, pp. 42–

48, 2021, doi: 10.21070/joincs.v4i2.1502. 

[5] A. Carlsson, D. Ageyev, Y. Sadykov, and V. Sokolov, 
“Sustainability Research of the Secure Wireless Communication 

System with Channel Reservation,” Proc. - 15th Int. Conf. Adv. 

Trends Radioelectron. Telecommun. Comput. Eng. TCSET 2020, 
no. 1, pp. 973–977, 2020, doi: 

10.1109/TCSET49122.2020.235583. 

[6] Y. Supriadi, I. A. Sobari, and R. F. Amir, “Optimalisasi Jaringan 

Komputer Menggunakan Vpn Concentrator Dengan Bonding Pada 

Pt Maxindo Mitra Solusi Jakarta,” J. Infortech, vol. 3, no. 1, pp. 

65–72, 2021, doi: 10.31294/infortech.v3i1.10493. 
[7] R. Muhammad, M. Iqbal, and R. Mayasari, “Implementasi dan 

Analisis Performa Bonding Interface Mode 802.3ad sebagai Link 
Redundancy pada Router Mikrotik,” pp. 1–8, 2021, [Online]. 

Available: http://arxiv.org/abs/2108.02935 

[8] F. Firmansyah, M. Wahyudi, and R. A. Purnama, “Virtual Link 
Aggregation Network Performance Using MikroTik Bonding,” 

IAIC Trans. Sustain. Digit. Innov., vol. 2, no. 2, pp. 131–139, 2020, 

doi: 10.34306/itsdi.v2i2.394. 
[9] Y. Wang, S. Feng, H. Guo, X. Qiu, and H. An, “A Single-Link 

Failure Recovery Approach Based on Resource Sharing and 

Performance Prediction in SDN,” IEEE Access, vol. 7, pp. 174750–
174763, 2019, doi: 10.1109/ACCESS.2019.2957141. 

[10] A. Mahapatra, S. K. Majhi, K. Mishra, R. Pradhan, D. C. Rao, and 

S. K. Panda, “An Energy-Aware Task Offloading and Load 
Balancing for Latency-Sensitive IoT Applications in the Fog-

Cloud Continuum,” IEEE Access, vol. 12, no. January, pp. 14334–

14349, 2024, doi: 10.1109/ACCESS.2024.3357122. 
[11] S. Manzoor, Z. Chen, Y. Gao, X. Hei, and W. Cheng, “Towards 

QoS-Aware Load Balancing for High Density Software Defined 

Wi-Fi Networks,” IEEE Access, vol. 8, pp. 117623–117638, 2020, 
doi: 10.1109/ACCESS.2020.3004772. 

[12] J. Anselmi, “Combining size-based load balancing with round-

robin for scalable low latency,” IEEE Trans. Parallel Distrib. Syst., 
vol. 31, no. 4, pp. 886–896, 2020, doi: 

10.1109/TPDS.2019.2950621. 

[13] M. Hamdan et al., “A comprehensive survey of load balancing 
techniques in software-defined network,” J. Netw. Comput. Appl., 

vol. 174, p. 102856, 2021, doi: 10.1016/j.jnca.2020.102856. 

[14] D. A. Shafiq, N. Z. Jhanjhi, A. Abdullah, and M. A. Alzain, “A 
Load Balancing Algorithm for the Data Centres to Optimize Cloud 

Computing Applications,” IEEE Access, vol. 9, pp. 41731–41744, 

2021, doi: 10.1109/ACCESS.2021.3065308. 
[15] D. E. Kurniawan, H. Arif, N. Nelmiawati, A. H. Tohari, and M. 

Fani, “Implementation and analysis ipsec-vpn on cisco asa firewall 

using gns3 network simulator,” in Journal of Physics: Conference 
Series, IOP Publishing, 2019, p. 012031. 

[16] D. E. Kurniawan, I. Ahmad, M. R. Ridho, F. Hidayat, and A. A. Js, 

“Analysis of performance comparison between Software-Based 
iSCSI SAN and Hardware-Based iSCSI SAN,” J. Phys.: Conf. Ser., 

vol. 1351, no. 1, p. 012009, Nov. 2019, doi: 10.1088/1742-

6596/1351/1/012009. 
[17] M. Mufadhol, G. Aryotejo, and D. E. Kurniawan, “The Network 

Planning Concept for Increase Quality of Service using Packet 

Tracer,” in 2019 2nd International Conference on Applied 
Engineering (ICAE), Oct. 2019, pp. 1–6. doi: 

10.1109/ICAE47758.2019.9221675. 

 

0
0.2
0.4
0.6
0.8

1

Balance

Round

Robin

Balance

Transmit

Load

Balancing

Balance

Address

Load

Balancing

Tanpa Load

Balancin


