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 Deep learning is a technology that can be used to classify flowers. In this research, 

flower type classification using the CNN method with several existing CNN 

architectures will be discussed. The data consists of 4317 images in .jpg format, 

covering 5 classes that is sunflower, dandelion, daisy, tulip and rose. The distribution 

of data for each class is daisy with 764 pictures, dandelion with 1052 pictures, rose 

with 784 pictures, sunflower with 733 pictures, and tulip with 984 pictures. With 

total dataset of 4317 pictures is further split to training data with ratio of 60%,  

validation with ratio of 10%, and testing with ratio of 30% to process with the CNN 

method and CNN framework. Due to the imbalance data distribution, the SMOTE 

method is applied to balancing number of samples in each class. This research 

compares CNN architectures, including CNN, GoogleNet, DenseNet, and 

MobileNet, where each transfer learning model undergoes fine-tuning to improve 

performance. At the classification stage, performance will be measured based on 

model testing accuracy. The accuracy obtained using CNN is 74.61%, using 

GoogleNet is 87.45%, DenseNet is 93.92%, and MobileNet is 88.34%. 
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I. INTRODUCTION 

Flowers are beautiful plants and can be found all around us 

[1]. Jia et. al [2], suggested that about 369,000 types of flower 

species are scattered around the world. Because it consists of 

many species, some flower species have very similar 

characteristics, so it can be quite difficult to distinguish [3]. 

How to distinguish one flower species from another can 

usually be seen from the shape, the color and the texture from 

the flower [4]. With the many species of flowers that exist, 

flowers can be utilized as food and also useful materials for 

humans and other living things [5]. Hussien [6], explained 

that with the existence of many herbal plants of the flower 

type, flowers are also widely used as materials for making 

medicines and decorations that can support health.  

Daisy flowers have a similar structure to sunflowers [7]. 

The characteristic of the daisy flower is its relatively white 

and yellow color and the petals are stacked on top of each 

other. Daisy flowers have a height of about 30-70 cm. 

Dandelion or Taraxacum Officinale are the flower that widely 

can be organized. Mostly, dandelion has the bright yellow and 

unique seed in the heads of flower. Roses is type flower that 

widely used in flower industry [8]. Mileva et. al [9], suggested 

that around the world there are at least 1000 known rose 

genotypes that are grouped based on botanical characteristics. 

Because they are widely used in both the economic and 

entertainment industries, almost every day a lot of wilted rose 

waste is disposed of [10]. The waste can grow because in the 

cut flower industry, many use roses as gifts [11]. Tulip is 

flowering plant that belongs to Liliaceae family and typically 

have the six petals in symmetrical arranged. Sunflower or 

which has the Latin name Helianthus Annuus [12], is a flower 

that is quite often found. Just like roses, sunflowers are also 

widely used for cut flower industry [13]. Nguyen et. al [14], 

suggested that sunflowers are a type of flower that is widely 

distributed in the world, which is as many as 23000 species. 

Besides being used in flower industry, sunflowers are also 

used in ornamental industry and are widely cultivated [15].  

Deep learning is method from field machine learning [16] 

that implements neural networks like system in computer 

[17]. Chamier et. al [18], suggested that in the process of deep 

learning, feature extraction is done automatically. Because of 
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this advantage, deep learning is widely used to perform 

complex computations like classification and segmentation of 

images [19]. Dargan et. al [20], explain the method deep 

learning is a very effective and efficient method to perform a 

task. With its advantages, it is also possible to perform 

learning immadiately by only using input data without 

preprocessing data first [21]. In the process, deep learning has 

better capabilities compared to ordinary machine learning 

methods in performing image processing tasks [22]. Wang et. 

al [23], explained that deep learning is common use for image 

analysis process to improve image quality and extract the 

information from images. Deep learning in its implementation 

has a complex structure in the form of several hidden layers 

used to building model [24]. CNN or Convolutional Neural 

Network is the figure from deep learning, where 

automatically learns patterns from data and performs data 

extraction, especially on image data [25]. Because of this 

convenience, many studies have been conducted using CNN 

in the image processing domain [26]. Bora et. al [27], 

suggested that this can happen because in the process, CNN 

consists of several interconnected neurons where the neurons 

have weights and biases to be able to learn data.  

When doing process of developing the deep learning 

model, it important to having quality data is very essential to 

keep ensure the model learns optimally. In this research, the 

process of balancing each class in data is using Synthetic 

Minority Over-sampling Technique. SMOTE is technique 

that can widely used to addressing the data imbalance 

problem in classification datasets by generating the syntetic 

dataset. In current study, our objective is developing an 

accurate flower classification model that can help automate 

process of identification of the flower species, particularly for 

flower industry, where in the real industry, manual 

classification is took more time-consuming and also cost. The 

complexity of this task is from the fact that, usually flowers 

had such as similar structure, colors, and textures, making it 

so difficult to distinguish between species through the manual 

inspection. By automating in this process, our reseach is aim 

for minimize errors in classification prrocess then can safe 

time and cost instead manual flower classification. The 

challenge for developing classification model is dataset that 

used had imbalanced class data distribution, where the certain 

flower species are much presented while others are under. 

This imbalance data could result in the poor model 

performance, model may struggle for recognize patterns for 

less frequent flower species. To overcome this limitation, we 

employ SMOTE process, which improves the model learning 

data by enhancing the representation of minority classes, 

allowing for a more balanced and accurate data. 

This study is investigates performance of the various CNN 

architectures, specifically GoogleNet, DenseNet, and 

MobileNet, that all model is recognized for their effectiveness 

in image classification task. Reason from choosing this 

method is because CNN method is the particularly well-suited 

method this research because can automating process of 

feature extraction, then can reducing data that need for 

process of feature engineering manually. GoogleNet’s 

Inception modules is design for capturing multi-scale of 

features, which can be essential for distinguishing flowers that 

had similar structures with the minor differences. DenseNet 

method itself excels in preserving information throughout 

network by the maintaining dense connections between layer, 

which can help prevent vanishing gradient problem in 

classification task and ensures critical data retained from each 

layer. Meanwhile, MobileNet is selected in this reseach for its 

lightweight architecture that can prioritizes the efficiency, 

balancing for speed but can get still optimal accuracy, making 

it ideal for environments that categorize low. To further 

improve performance, the transfer learning and the fine-

tuning process are employed. This combination enhances the 

model’s ability to identify specific patterns unique to different 

flower species, leading to better classification accuracy. A key 

part of this research is knowing how the models that build can 

perform on real-world data, that mostly often includes the data 

noise, complex of backgrounds, and the occlusions. By 

analyzing how each model can handles these real-world data 

challenges, our study provides insights their robustness and 

applicability in the real world industry. This approach ensures 

is that the models not only well performed in the ideal 

conditions but can also remain effectiveness in more 

challenging, such as data in the real-life scenarios. 

In previous research by Narvekar et. al [28], discuss about 

process classification of flower types with CNN in the 

agricultural world. Purpose from these study aiming to 

building an model deep learning that performed to classify 

flower types using the CNN method and CNN transfer 

learning, to see which method is more effective and efficient. 

The results that can obtained in this study are that using 

machine learning methods provides benefits through 

automation and can be used in the marketing process of 

agricultural products. Research conducting by bozkurt et. al 

[29], discusses classification of flowers using transfer 

learning method. Purpose from these study is for building 

model that extracts using the deep of CNN process and 

classification using transfer learning method such as the 

VGG16, the VGG19, the SqueezeNet, the DenseNet-121, the 

DenseNet-201, and the InceptionResNetV2. Results that 

obtain from these study are the classification efficient more if 

using InceptionResNetV2 model because the model achieve 

acceptable performance rates while the highest when 

compared to other algorithms. Based on previous studies on 

flower classification, it's evident that the commonly used 

approach is basic transfer learning models. In study [28], 

CNN models with transfer learning architectures like VGG16, 

MobileNetV2, and ResNet50 were implemented. Meanwhile, 

study [29] explored other architectures, including the VGG16, 

the VGG-19, Squeeze-Net, the DenseNet121, the DenseNet-

201, and the InceptionResNetV2. The best results achieved 

were 92.12% accuracy with VGG16 in study [28] and 92.25% 

with InceptionResNetV2 in study [29]. While these results are 

promising, there is still room for improvement. Previous 

models largely relied on transfer learning and ensemble 
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learning without deep data processing, which can make them 

less effective at learning complex patterns and prone to bias. 

To enhance model performance, this study introduces a new 

contribution by deepening data processing, allowing the 

architectures to learn more efficiently and reducing bias. 

Additionally, this research intensively applies fine-tuning 

techniques to maximize the potential of models, aiming to 

significantly improve accuracy and overall performance 

compared to the previous studies before. 

II. METHOD  

This research, would developing deep learning model to 

assist in the classification and identification of flower species, 

thus simplifying and accelerating the sorting process in the 

flower industry. The research flow from our research given 

with Figure 1. 

 

Figure 1. Research Workflow 

Figure 1 shows the flow from our research process. As seen 

in Figure 1, first step that doing is prepare data. Once the data 

is ready, it undergoes preprocessing, which includes 

reshaping the data to a size of 150 x 150 that will make images 

pixel value around 0 – 255 so can standardize images to fit the 

input size of model and normalizing so the image pixel size is 

same that is 150 x 150, but the pixel value range is around 0 

– 1, so that pixel values scaled by dividing by 255, make the 

model can better generalize the data. This makes the data 

more general and allows for faster processing without losing 

essential information. Next, a check is conducted to determine 

whether the data distribution is balanced. Since the data in this 

study is imbalanced, SMOTE is implemented to balance the 

data classes. After processing data, would build deep learning 

model. Once the model is constructed, data augmentation is 

performed to increase data variety, allowing model can learn 

more patterns from data and avoid the overfitting. After 

dataset and model prepared, the training and the testing 

processes is doing, then can followed by performance 

evaluation from model to analyze the model's effectiveness. 

A. Dataset and Data Preprocessing 

In this study, a flower classification model will be 

developing using CNN method. Dataset that used consists 

total of the 4.317 image data in .jpg format. The data is 

sourced from kaggle.com website, which is the data used is 

public data that can accessible via link 

https://www.kaggle.com/datasets/alxmamaev/flowers-

recognition. The data was gathered through web scraping 

from sites like Flickr, Google Images, and Yandex Images 

and then compiled into a public dataset. The dataset contains 

5 main classes, specifically sunflower, dandelion, daisy, tulip 

and rose. The distribution of data for each class includes 764 

images of daisies, 1,052 pictures of dandelions, 784 pictures 

of roses, 733 pictures of sunflowers, and 984 pictures from 

tulips. Dataset would been divided with the distribution ratio 

form 60% used for train data, then 10% used for valid data, 

and then 30% used for test data. This results in 2,590 pictures 

for training, 1,295 pictures for testing, and 431 pictures for 

validation. The purpose of this data division is to ensure 

effective processing using the CNN method and the 

architectures that will be utilized. The purpose of using this 

dataset is to test the performance of a CNN model, 

specifically due to the unique challenges in flower 

classification. Flowers often have visual similarities across 

different types, both in shape and color, which can impact the 

accuracy of the model being developed. A visualization of the 

data for each class is provided in Figure 2.  

 

 
Daisy 

 
Dandelion 

 
Roses 

 
Sunflowers 

 
Tulip 

Figure 2. Dataset Visualization 

Figure 2 illustrates the visualization of images from each 

class used in this study. To increase variety of data then can 

allow the model to learn patterns more effectively, this 

research also incorporates method of data augmentation. Data 

augmentation using for expand and enrich the training data by 

modifying existing data, such as rotating, flipping, or 

adjusting the lighting of images. This technique done for 

enhance model generalization by making it resilient to data 

variations that may occur in real-world scenarios. Parameters 

https://www.kaggle.com/datasets/alxmamaev/flowers-recognition
https://www.kaggle.com/datasets/alxmamaev/flowers-recognition
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for augmentation process that used in this research given in 

Table 1 below. 

TABLE I.  

DATA AUGMENTATION PARAMETER 

Parameter Value Pixel Size 

Rotate 40 150 x 150 

Width shifting 0.25 112 - 150 

Height shifting 0.2 120 - 150 

Shearing 0.2 150 x 150 

Zooming 0.1 135 - 150 

Horizontal flipping True 150 x 150 

Fill mode nearest - 

 

Table 1 shows the parameters used in the data 

augmentation process for add more data. As shown in Table 

1, the Rotate parameter is set to 40 degrees, allowing images 

to rotate within a ±40 degree range. Despite this rotation, the 

overall image dimensions remain standardized at 150 x 150 

pixels, maintaining consistency in size for model input. The 

Width Shifting parameter, set at 0.25, shifts the image’s 

content horizontally by up to ±25%. This results in an 

effective content width ranging from approximately 112 to 

150 pixels, where portions of the image may shift outside the 

visible frame, depending on the degree of shift. The Height 

Shifting parameter similarly adjusts the image vertically by 

up to ±20%, with the visible height ranging between 120 and 

150 pixels, which maintains the standardized 150-pixel height 

by filling any areas outside the frame. The Shearing 

parameter, with a 0.2 setting, introduces a slight tilt or skew 

to the image. This keeps the image at 150 x 150 pixels, but 

alters the perspective, which can help the model generalize 

better. The Zooming parameter of 0.1 enables a zoom-in or 

zoom-out effect, effectively reducing or enlarging the visible 

content within a range of 135 to 150 pixels without changing 

the overall dimensions. Horizontal Flipping, set to true, 

mirrors the image horizontally without changing the 150 x 

150 pixel size, helping the model learn from variations in 

object orientation. Lastly, Fill Mode, set to nearest, ensures 

that any empty areas created by shifting, rotation, or zooming 

are filled with the nearest pixel values, maintaining visual 

consistency in the augmented images. 

B. Syntetic Minority Over Sampling 

SMOTE is the method can address the class imbalance in 

datasets by generating synthetic examples for minority class 

[30]. This technique works by projecting minority data points 

into the existing feature space and creating new examples that 

lie between existing data points [31]. Although SMOTE is 

typically used for tabular data, it can also be adapted for image 

datasets by treating the images as feature vectors. In this 

approach, SMOTE generates synthetic samples based on the 

pixel or feature values of neighboring images, which can help 

balance class distributions even in image-based datasets. The 

mathematical formula for SMOTE is provided in section 1. 

 𝑥𝑛𝑒𝑤 = 𝑥𝑖 + 𝜆 ∗ (𝑥𝑖
𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟

− 𝑥𝑖) (1) 

 

Point 1 presents the mathematical formula for SMOTE to 

generate new data. 𝑥𝑛𝑒𝑤  is the new synthetic data generated, 

where 𝑥𝑖 represents an existing minority data point. 𝑥𝑖
𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟

 

is the nearest neighbor of 𝑥𝑖, and 𝜆 is the random parameter 

distributed range of the 0 to 1. In this way, SMOTE increases 

amount of data in minority class and helps the model learn 

more representative patterns from the entire dataset. 

C. Convolutional Neural Network 

CNN is technique where the process of find pattern and 

extract features from image is done automatically [25]. These 

advantages obtained because the CNN method composed 

several interconnecting neurons where this neurons have the 

weights and the bias so make to able for learn the pattern of 

data [26]. In the implementation of CNN, using layers, where 

usually used the layer input, convolution, pool, fully-

connected, then the output [32]. Input layer is layer that 

perform to enter data into the model [33]. The convolution 

layer designed to extracting features from input images. From 

the each convolution layer use filter or kernels that can sliding 

across input image to performing the convolution process 

[34]. The result from this operation is the feature map that can 

highlighting specific patterns the characteristics from image, 

such as edges, the corner, or the textures. Convolution layer 

formula given in point 2. 

 (𝐼 ∗ 𝐾)(𝑖, 𝑗) = ∑∑𝐼(𝑖 + 𝑚, 𝑗 + 𝑛) ∗ 𝐾(𝑚, 𝑗)

𝑛𝑚

 (2) 

Point 2 presents the mathematical formula for the 

convolutional layer. From this, we can see that I(I,j) 

represents the image input, K(m,n) is the kernel or feature, and 

m,n indicate the size of the kernel used. This process allows 

the network to capture local features such the edges or 

repeating patterns. Pooling is layer that useful for reduces the 

dimensions of feature of map while retaining essential 

information, like maximum value from the pooling window 

[35]. Formula for calculating pooling layer given in point 3. 

 𝑃(𝑖,𝑗) = max(𝑆(𝑚, 𝑛)) (3) 

Point 3 presents the mathematical formula for the pooling 

layer. Based on Point 3, 𝑃(𝑖,𝑗) represents the pooling value at 

position i,j and 𝑆(𝑚, 𝑛) refers to the feature map values from 

the previous layer from which the maximum value will be 

selected. In max pooling, only the highest value within the 

pooling window (e.g., 2 x 2) is retained, which helps in 

preserving the dominant features while reducing the data 

dimensions. The fully-connected used for connects all 

neurons from previous layer to performing classification 

based on extracted features before [36]. The mathematical 

formula fully connect layer is provided in Point 4. 

 𝑧𝑗 =∑𝑤𝑖𝑗𝑥𝑖 + 𝑏𝑗
𝑖

 (4) 

Point 4 illustrates formula for calculating the fully connect 

layer. Shown in Point 4, 𝑧𝑗 representing output of the number 
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of j-th neuron, 𝑤𝑖𝑗 is weight in middle of i-th neuron from 

previous and then the j-th neuron in fully-connected, 𝑥𝑖 is 

output of i-th value neuron that include from previous layer, 

and 𝑏𝑗 is the value of bias for j-th neuron. This layer helps 

generate the final prediction, such as classifying whether an 

image belongs for specific class that based on learned feature 

throughout the network. The results are then passed to the 

output layer to display the prediction [37]. CNN layers used 

in our research illustrated with Figure 2. 

 
Figure 3. CNN Layers 

Figure 3 illustrates the CNN layers used in this study. As 

shown in Figure 3, the model employs combination from 

Convolutional (Conv2D) and Max Pool so then gradually 

extract features that in the flower images. The convolution 

layers help capture important patterns such as the edges and 

the textures, while the Max Pooling reduce the data 

dimensions to lower computational complexity while 

retaining essential information. After feature extraction, the 

Flatten layer doing job for transforms the data into the vector 

form to then gave into the Dense layers. The final Dense layer 

is used for classification, outputting five classes 

corresponding to the flower categories that need to be 

identified. 

D. Transfer Learning CNN 

Transfer learning method is where a CNN model, that 

already train on large data like ImageNet, using for the new 

task that using smaller dataset [38]. The pre-trained model can 

extract features from early to late stages, with the early layers 

often kept frozen while the later layers are adapted for the new 

task. This approach speeds up training and improves 

performance, especially with limited data [39], [40], [41], 

[42]. GoogleNet leverages Inception modules that combine 

different kernel sizes in one block to capture features at 

various scales while reducing the number of parameters 

through 1x1 convolutions for dimensional mapping, 

maintaining both efficiency and accuracy [43]. DenseNet 

connects each layer with all previous layers, facilitating 

gradient propagation and reducing parameter requirements by 

reusing features from earlier layers, making it effective at 

capturing complex features [44]. MobileNet is designed for 

computational efficiency on devices with the limited 

environment by using depthwise separable convolution, so 

the process divide convolution into 2 stages to reducing 

number from the parameters and the operations, allowing high 

performance on mobile devices [45]. The layers of the 

GoogleNet, DenseNet, and MobileNet architectures used 

detailed in Table 2. 

TABLE II.  

TRANSFER LEARNING LAYER 

Model Layer 

GoogleNet 

 
DenseNet 

 
MobileNet 

  
 

Table 2 shows the specific layers adjusted in this study. 

Fine-tuning is a method used in transfer learning to tailor a 
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pre-trained model to a new dataset. This involves unfreezing 

certain layers so that they can be retrained, allowing the model 

to better capture unique features relevant to the new task, 

especially when the new dataset varies significantly from the 

one used to originally train the model. In this study, fine-

tuning was applied differently across models to balance 

performance and computational efficiency. For the 

GoogleNet model, layers from 0 to 248 were kept frozen, 

meaning they retained the original pre-trained weights and 

were not retrained. Only the layers from layer 249 onward 

were unfrozen and retrained, enabling these layers to adjust 

their weights based on the new data. This selective fine-tuning 

aimed to focus training efforts on higher-level features most 

relevant to the task. In the DenseNet model, the approach was 

to freeze all layers except the final 10 layers, which allowed 

only these last few layers to update their weights during 

training. This preserved the foundational representations 

learned by DenseNet while fine-tuning its upper layers for 

greater adaptability. In the InceptionV3 model used within the 

GoogleNet framework, the last 50 layers were unfrozen, 

meaning they were made trainable. This approach allowed the 

model to retain the benefits of the general features learned 

during pre-training while adapting the final layers to capture 

more specific features present in the new dataset. Each of 

these fine-tuning strategies was chosen to leverage the 

strengths of pre-trained knowledge while maximizing 

adaptation to the dataset in this study. 

E. Performance Calculation 

The confusion matrix is metricx that can used to evaluating 

performance model with process of compare model's 

predictions with actual labels, consisting of the value True-

Positives, the True-Negatives, the False-Positives, then False-

Negatives [46], [47]. Precision measuring the accuracy from 

the model's positive predictions, indicating how many of the 

positive predictions are correct, calculation for precision is 

provided in point 5. Recall is measures model sensitivity or 

ability to find positive samples, with calculation provided in 

point 6. F1-Score is harmonic result that is from mean 

precision value and the recall value, used when a balancing 

between two is needed, especially in the case of class 

imbalance, calculation for F1-Score is provided in point 7. 

 
 

Precision = 
𝑇𝑟𝑢𝑒 − 𝑃𝑜𝑠𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 − 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 − 𝑃𝑜𝑠𝑡𝑖𝑣𝑒
 

(5) 

 
 

Recall = 
𝑇𝑟𝑢𝑒 − 𝑃𝑜𝑠𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 − 𝑃𝑜𝑠𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 − 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

(6) 

 
 

F1 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

(7) 

 

III. RESULT AND DISCUSSION 

This study, the model implementation would using the 

Python, with Jupyter Notebook as the IDE for writing code. 

After preprocessing the data, including normalizing the 

images to a scale of 0 to 255 and reshaping them to a 150 x 

150 pixel format, SMOTE will be applied in order to address 

imbalance data distribution problem in class distribution. 

Visualization of the data classes before applying SMOTE is 

provided in Figure 4. 

 
Figure 4. Data Distribution Before SMOTE 

Figure 4 shows the visualization of data distribution before 

applying the SMOTE method. It is clear that there is no 

balanced in the number of data among the categories, which 

can lead to bias in the model ability for recognize patterns in 

the data. The initial data distribution shows 764 images in the 

daisy category, 1,052 images in the dandelion category, 784 

images in the rose category, 733 images in the sunflower 

category, and 984 images in the tulip category. This 

imbalance is a factor that needs to be addressed to improve 

the model's performance in learning each class fairly. 

Therefore, this study implements SMOTE to balance the 

classes. The visualization of dataset after doing SMOTE 

process given in Figure 5. 

 
Figure 5. Data Distribution After SMOTE 

Figure 5 shown the distribution data right after applying the 

SMOTE. As seen in Figure 5, the initial data consisted of 764 

images in the daisy category, 1,052 images in the dandelion 

category, 784 images in the rose category, 733 images in the 

sunflower category, and 984 images in the tulip category. 

After SMOTE, the data was balanced to 1,052 images in each 

of the daisy, dandelion, rose, and sunflower categories, and 

1,502 images in the tulip category. This process is possible 

because SMOTE generates synthetic data, which is then used 
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to augment each class, ensuring a more balanced in data 

distribution across from each classes. After balancing the 

class distribution, model development and data augmentation 

processes were carried out to increase data variability and 

reduce model bias. Following model development, the model 

trained using the train and valid data. For comparison, this 

study also evaluated models using SMOTE and fine-tuning 

(as indicated in the enhanced column) against models that 

only used transfer learning with data augmentation (as 

indicated in the basic column). These all model is trained 

using 50 epoch, with batch size of 32 so can balancing 

memory efficiency and computational performance. This 

batch size allowed the models to update weights after 

processing 32 samples, optimizing for both stability and 

convergence speed. In all model also add the learning rate 

scheduler was applied to dynamically adjust the learning rate 

during training, using the ReduceLROnPlateau function. This 

scheduler monitored the validation loss, reducing the learning 

rate by a factor of 0.2 whenever there was no improvement in 

validation loss for three consecutive epochs. The minimum 

learning rate was set to 1e-6 to ensure stability during training, 

preventing excessively low values that could cause the model 

to stall. Results from model train, specifically the accuracy 

values, are given in Table 3. 

TABLE III.  

MODEL TRAIN AND VALIDATION RESULT 

Model 
Train Model 

Accuracy 

Validation Model 

Accuracy 

CNN Enhanced 78.26% 72.61% 

CNN Basic 80.06% 75.58% 

GoogleNet 

Enhanced 
94.11% 90.79% 

GoogleNet Basic 89.51% 86.14% 

DenseNet 

Enhanced 
93.96% 92.86% 

DenseNet Basic 95.58% 91.09% 

MobileNet 

Enhanced 
94.11% 87.53% 

MobileNet Basic 95.51% 87.46% 

 

Table 3 presents a comparison of training and validation 

accuracy between models optimized with SMOTE, fine-

tuning, and data augmentation (enhanced models) and models 

using only data augmentation (basic models). For the CNN 

model, the basic CNN achieved a higher training accuracy of 

80.06% compared to the enhanced CNN, which reached only 

78.26%. Similarly, in validation accuracy, the basic CNN 

outperformed with 75.58% versus 72.61% for the enhanced 

CNN. This suggests that adding SMOTE and fine-tuning to 

the CNN model did not effectively improve its performance 

and instead reduced its ability for learn patterns in the train 

data and generalize to validation data. For the GoogleNet 

model, the results show a significant performance 

improvement with the enhanced model. The training accuracy 

of the enhanced GoogleNet reached 94.11%, higher than the 

basic GoogleNet's 89.51%. Validation accuracy also saw a 

substantial increase from 86.14% in the basic model to 

90.79% in the enhanced model. This improvement indicates 

that SMOTE and fine-tuning techniques effectively enhanced 

the generalization capability of the GoogleNet model, allow 

for learn complex and accurate patterns from unseen data. The 

results occurred because the CNN model begins by extract 

simple features from data, such as the edges feature or 

textures, using pooling to reduce spatial dimensions while 

keeping the feature maps straightforward. As more 

convolutional layers are added, the model becomes capable of 

recognizing more complex patterns. However, due to the 

smaller number of parameters compared to GoogleNet, CNN 

struggles to generalize well with more complex datasets. 

Basic CNN performs better without SMOTE, as it avoids the 

risk of overfitting. With the addition of SMOTE and fine-

tuning, CNN tends to overfit on a balanced dataset, making it 

difficult to generalize to validation data. In contrast, 

GoogleNet uses global average pooling to reduce parameters 

without losing spatial information, which helps prevent 

overfitting. The dense and dropout layers allow the model to 

learn more complex representations while further preventing 

overfitting. With SMOTE and fine-tuning, GoogleNet shows 

significant improvement, effectively leveraging the better 

class balance to learn representative patterns without 

overfitting. 

The DenseNet model exhibited a wider range of results, 

with some key differences between the base and enhanced 

versions. The base DenseNet achieved a higher training 

accuracy of 95.58%, whereas the enhanced version reached 

93.96%. Despite this, the enhanced DenseNet outperformed 

slightly in validation accuracy, scoring 92.86% compared to 

the base model’s 91.09%. This suggests that while the base 

DenseNet learned the training data more effectively, the 

enhanced version handled overfitting better, leading to 

improved performance on unseen data. The MobileNet model 

displayed less variation. The base MobileNet attained a 

training accuracy of 95.51%, slightly higher than the 

enhanced version’s 94.11%. However, the validation 

accuracy remained almost identical between the two, with the 

enhanced MobileNet scoring 87.53% and the base version at 

87.46%. This minimal improvement suggests that while 

optimization techniques were applied to MobileNet, their 

impact on validation performance was marginal. The reason 

behind DenseNet's better generalization lies in its 

architecture, where dense connections allow each layer to 

receive inputs from all previous layers. This design promotes 

feature reuse and mitigates the vanishing gradient issue, 

enabling the model to capture complex features and improve 

accuracy. DenseNet consists of layers such as Dense, 

Dropout, and Global Average Pooling, which are key for 

classification tasks. The Dropout layer, set to 50%, prevents 

overfitting by deactivating random neurons during training, 

and pooling layers help reduce dimensionality. Although the 

base DenseNet showed high training accuracy, its slightly 

lower validation accuracy indicates some overfitting. On the 

other hand, the enhanced DenseNet, while slightly sacrificing 

training accuracy, demonstrated better validation accuracy, 
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likely due to techniques like data augmentation, Dropout, and 

SMOTE, which introduce more diversity in the data and 

improve generalization. MobileNet, known for its efficiency, 

utilizes depthwise separable convolutions to minimize 

computational costs and reduce the number of parameters. 

This architecture makes it ideal for lightweight models but 

limits its ability to capture as rich a feature set as DenseNet. 

The base MobileNet, despite its high training accuracy, 

showed a clear sign of overfitting with its lower validation 

accuracy. Optimization techniques in the enhanced 

MobileNet provided a slight boost in validation performance, 

but the improvements were not significant. Due to its lighter 

design, MobileNet naturally tends to avoid severe overfitting, 

but its reduced parameter count makes it less effective in 

capturing detailed feature representations. 

Overall, the results demonstrate that the impact of SMOTE, 

fine-tuning, and data augmentation varies depending on the 

model architecture. For some models like GoogleNet, 

optimization techniques provided significant performance 

improvements, while for other models like CNN and 

MobileNet, the improvements were not always consistent or 

significant. After this analysis, it can be seen that the models 

are not experiencing overfitting, as there no significant 

differencing with train and valid accuracy. With the 

performance analysis complete, next step is for test the model 

for ensuring robustness and optimal accuracy on new data. 

The results for model test accuracy are given with Table 4. 

TABLE IV.  
MODEL TESTING RESULT COMPARISON 

Model Test Accuracy 

CNN Enhanced 74.61% 

CNN Basic 75.07% 

GoogleNet Enhanced 87.45% 

GoogleNet Basic 84.49% 

DenseNet Enhanced 93.92% 

DenseNet Basic 88.97% 

MobileNet Enhanced 88.34% 

MobileNet Basic 86.34% 

  

Table 4 displays the test accuracy results for both enhanced 

and basic models. As shown in Table 4, the test accuracy 

results for enhanced and basic models vary depending on the 

architecture used. For the CNN model, the basic model 

demonstrates higher test accuracy of 75.07% compared to 

enhanced CNN model, which reaches 74.61%. This suggests 

that the optimizations applied to the enhanced model, did not 

significantly improve performance and even slightly reduced 

accuracy.  For the GoogleNet model, the improvement in test 

accuracy is more pronounced, with the enhanced model 

achieving an accuracy of 87.45%, compared to 84.49% for the 

basic GoogleNet model. This shows that the optimization 

techniques applied to GoogleNet successfully enhanced the 

ability to classify new data more effectively. The enhanced 

GoogleNet was able to improve model generalization, 

resulting in a significant performance boost. For the DenseNet 

model, the enhanced version also shows a substantial 

improvement, with a test accuracy of 93.92% compared to 

88.97% for the basic DenseNet model. This significant 

increase indicates that DenseNet responds well to the applied 

optimization techniques. In the MobileNet model, the 

enhanced version also shows improvement, with a test 

accuracy of 88.34% compared to 86.34% for the basic model.  

The results can be explained by the relatively shallow 

convolutional layers of CNN. With fewer layers and 

parameters, CNN model struggles to capturing the the pattern 

that complex from data, relying more on simpler features like 

edges and textures. As a result, adding synthetic data through 

techniques like SMOTE or applying extensive fine-tuning 

may not offer much benefit. In fact, it could introduce noise 

or unnecessary complexity, increasing the risk from 

overfitting and reducing ability to generalize new or unseen 

data. The enhanced version of CNN likely experienced 

overfitting due to aggressive fine-tuning and the introduction 

of synthetic data. Given the shallow nature of the model, CNN 

might have over-learned from the balanced data, making it 

less capable of adapting to new patterns. In contrast, 

GoogleNet, with its much deeper architecture and multiple 

Inception modules, is better equipped to capture a large 

amount range of patterns from the input data. GoogleNet had 

ability to perform convolution at different scales—using 

parallel filters of varying sizes—enables it to detect complex 

features that a simpler CNN might miss. This depth and 

complexity also make GoogleNet more adaptable to data 

augmentation and fine-tuning. The balanced data provided by 

SMOTE is utilized more effectively by GoogleNet, allowing 

it to explore a wider variety of input-output relationships and 

improve its generalization to new data. In simpler 

architectures like CNN, the addition of synthetic data may 

only contribute to noise, but GoogleNet's larger number of 

parameters allows fine-tuning to be more effective. Unlike 

CNN, GoogleNet can refine a broader set of features, focusing 

on the most relevant patterns while discarding irrelevant ones, 

leading to improved performance. 

The DenseNet model achieves superior performance due to 

its unique structure, which connecting one layer to the other 

layer through dense blocks. This architecture encourages 

feature reuse across the network, enabling DenseNet to 

capture more detailed and hierarchical features while 

mitigating the risk of vanishing gradients. As a result, when 

optimization techniques are applied, DenseNet shows a 

significant performance improvement. This structure allows 

DenseNet to learn more complex patterns, contributing to its 

high training accuracy. Additionally, the use of SMOTE helps 

balance the dataset, which is essential for DenseNet, enhances 

the model ability for generalize by reducing class imbalance. 

This leads to an improvement in test accuracy, reaching 

93.92% compared to the baseline accuracy of 88.97%. Fine-

tuning pre-trained layers further refines the model's 

generalization, particularly in DenseNet’s deep architecture, 

reducing the gap between training and test performance and 

avoiding overfitting. Then, the MobileNet model used 

depthwise separable convolutions, that which can occur 

reducing of both the number parameters and computational 
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costs, so then making it suitable for real-time app or in mobile 

devices. However, this efficiency limits its capacity to learn 

complex patterns when compared to DenseNet. While 

techniques like SMOTE and optimization reduce overfitting 

and improve accuracy, their impact on MobileNet is less 

significant. MobileNet's simplified architecture restricts the 

ability for take complex from relationships in data, resulting 

in only a slight improvement in test accuracy, from 86.34% to 

88.34%. Although MobileNet excels in resource-constrained 

environments, it is less effective than DenseNet for more 

complex tasks such as image classification with imbalanced 

datasets. Overall, the results in Table 4 show that the impact 

of optimization depends on model. For simpler models like 

CNN, optimization does not make a significant difference, 

while for more complex models like GoogleNet and 

DenseNet, techniques like SMOTE, fine-tuning proces, then 

the augmentation significantly improve test accuracy and 

ability to generalize new data. Following the accuracy 

analysis, further examination of value from precision, the 

recall, and then F1-score will be conducted. The value 

obtained given with Table 5. 

TABLE V.  
DETAIL MODEL PERFORMANCE RESULT 

Model Precision Recall F1-Score 

CNN 

Enhanced 
74% 75% 74% 

CNN Basic 75% 75% 75% 

GoogleNet 

Enhanced 
87% 88% 87% 

GoogleNet 

Basic 
86% 84% 84% 

DenseNet 

Enhanced 
94% 94% 94% 

DenseNet 

Basic 
89% 89% 89% 

MobileNet 

Enhanced 
88% 88% 88% 

MobileNet 

Basic 
86% 86% 86% 

 

Table 5 highlights the differences in precision, recall, and 

F1-score between enhanced (with SMOTE and fine-tuning) 

and basic versions of each model, revealing how these 

optimization techniques affect performance. For CNN, 

minimal gains are seen with enhancements, as the basic model 

scores 75% across all metrics, while the enhanced version 

shows a minor drop to 74% in precision and F1-score, 

maintaining 75% recall. This suggests CNN’s limited 

complexity restricts it from fully benefiting from SMOTE and 

fine-tuning. GoogleNet, however, shows notable 

improvement, with the enhanced model achieving 87% 

precision, 88% recall, and 87% F1-score, compared to the 

basic model’s 86%, 84%, and 84%. This indicates 

GoogleNet’s capacity to better leverage the augmented data 

and fine-tuning adjustments in its final layers. DenseNet 

achieves the highest gains, with the enhanced version scoring 

consistently at 94% across metrics, compared to 89% in the 

basic model. DenseNet’s architecture, with densely connected 

layers, makes it particularly effective in capturing complex 

data features through SMOTE and fine-tuning, resulting in 

optimal performance. For MobileNet, enhancements lead to 

moderate gains, with scores improving from 86% in the basic 

model to 88% in the enhanced. MobileNet’s simpler 

architecture benefits from SMOTE and fine-tuning, though to 

a lesser extent than more complex models, indicating that 

while it achieves better balance, it has a limited capacity for 

deeper feature adjustments. For detailed value from precision, 

recall and F1-score in each class given in table 6.  

TABLE VI.  

DETAILED PERFORMANCE EACH CLASS 

Model Class Precision Recall F1-Score 

CNN 

Enhanced 

Daisy 76% 81% 78% 

Dandelion 85% 75% 80% 

Rose 63% 63% 63% 

Sunflower 78% 82% 80% 

Tulip 70% 73% 72% 

CNN 

Basic 

Daisy 75% 82% 78% 

Dandelion 81% 77% 79% 

Rose 63% 74% 68% 

Sunflower 80% 80% 80% 

Tulip 76% 64% 70% 

GoogleNet 

Enhanced 

Daisy 94% 85% 89% 

Dandelion 92% 91% 91% 

Rose 81% 87% 84% 

Sunflower 87% 88% 87% 

Tulip 84% 87% 85% 

GoogleNet 

Basic 

Daisy 94% 83% 88% 

Dandelion 93% 88% 90% 

Rose 86% 74% 80% 

Sunflower 84% 82% 83% 

Tulip 71% 92% 80% 

DenseNet 

Enhanced 

Daisy 97% 93% 95% 

Dandelion 92% 97% 94% 

Rose 90% 94% 92% 

Sunflower 97% 96% 97% 

Tulip 93% 88% 90% 

DenseNet 

Basic 

Daisy 90% 89% 90% 

Dandelion 94% 93% 93% 

Rose 86% 85% 85% 

Sunflower 86% 90% 88% 

Tulip 87% 87% 87% 

MobileNet 

Enhanced 

Daisy 90% 85% 87% 

Dandelion 93% 92% 92% 

Rose 83% 91% 87% 

Sunflower 86% 94% 90% 

Tulip 91% 80% 85% 

MobileNet 

Basic 

Daisy 78% 90% 83% 

Dandelion 94% 89% 92% 

Rose 86% 84% 85% 

Sunflower 89% 81% 85% 

Tulip 85% 85% 85% 

Table 6 show detailed precision, recall and f1-score from 

the model. Had been seen in table 6, The DenseNet model 

demonstrates significant improvement in classification 

performance with the enhanced configuration, achieving a 
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consistent 94% in precision, recall, and F1-score higher than 

the basic model’s 89% across these metrics. The DenseNet 

architecture, with its densely connected layers, enables robust 

feature propagation and better capture of subtle data patterns 

across various classes. The use of SMOTE to balance classes 

benefits the model by improving both precision and recall, 

while fine-tuning further enhances DenseNet’s ability to 

adapt to specific dataset characteristics. For instance, in 

DenseNet Enhanced, class-specific performance metrics are 

particularly high, with classes like Daisy reaching 95% F1-

score and Sunflower achieving 97% precision and recall, 

indicating balanced sensitivity and specificity across diverse 

classes. This strong result suggests DenseNet’s capacity for 

accurate, well-rounded classification due to its depth and 

architectural complexity. In contrast, the MobileNet model 

designed for efficiency achieves moderate gains from 

enhancements, with precision, recall, and F1-score all 

reaching 88%, compared to 86% in the basic version. 

MobileNet’s architecture employs depthwise separable 

convolutions, which reduce computational demands but limit 

its ability to capture highly detailed features. Nevertheless, 

SMOTE and fine-tuning help MobileNet to address class 

imbalance, as seen in its improved F1-scores for classes like 

Rose 87% and Sunflower 90% in the enhanced configuration. 

However, the improvement remains limited compared to 

DenseNet due to MobileNet’s streamlined design, which 

restricts its capacity for capturing complex feature patterns 

introduced by the optimizations. In the case of GoogleNet, the 

enhanced model shows significant gains, with 87% precision, 

88% recall, and 87% F1-score, compared to the basic 

version’s lower recall and F1-scores. GoogleNet’s 

responsiveness to SMOTE and fine-tuning is apparent, 

particularly in class-specific performance: the Daisy class 

reaches 89% F1-score and Dandelion achieves 91% across all 

metrics, showing that GoogleNet effectively learns from 

balanced and augmented data, especially in the final layers 

where fine-tuning is applied. CNN, on the other hand, shows 

minimal impact from SMOTE and fine-tuning, with the 

enhanced model scoring close to or slightly below the basic 

version. For example, the enhanced CNN model sees a minor 

dip in precision for Tulip from 76% to 70% and Rose (from 

63% to 63%), likely due to CNN’s simpler architecture, which 

lacks the depth to capture nuanced patterns effectively. 

Overall, Table 6 illustrates that SMOTE and fine-tuning 

optimizations consistently boost performance across more 

complex architectures like DenseNet and GoogleNet, with 

DenseNet achieving the highest improvements due to its 

intricate layer connections. Meanwhile, MobileNet and CNN 

exhibit smaller enhancements, reflecting their limited 

capacity for intricate pattern recognition. These results 

emphasize the importance of model architecture complexity 

in leveraging data augmentation and fine-tuning techniques 

for balanced, accurate classification across classes. Following 

further analysis, the next step will be comparing this research 

with previous studies, as presented in Table 7. 

TABLE VII.  

COMPARISON WITH PREVIOUS STUDY 

Journal Method Accuracy 

[29] InceptionResNetV2 92.25% 

[48] CNN with Classic Training, 

Boostrap Agregation, with 

Random splits, Channel I, 

Channel II, Channel III and 

Keep N Max 

93.12%, 50%, 

64.50%, 89.87%, 

88.75%, 90%, 

90.37% 

[49] CNN with VGG16 

architecture 
80% 

[50] Neural Network and Logistic 

Regression 
90.1% and 84.2% 

[51] Improved CNN 91% 

Our Proposed Method (DenseNet 

Enhanced) 
93.91% 

 

Table 7 showing comparison of accuracy results between 

the proposed method in this study, DenseNet Enhanced, and 

methods used in previous research. As illustrated in Table 4, 

the proposed DenseNet Enhanced method achieves an 

accuracy of 93.91%, which is highly competitive and even 

surpasses several existing methods in the literature. Research 

in [48] used a CNN approach with techniques such as 

Training with Classic method, the Bootstrap Aggregation, 

then the Splitting Random, considering multiple of the cannel 

of data (Channel I, Channel II, Channel III) and methods like 

Keep N Max, yielding accuracy results ranging from 50% to 

93.12%. However, the best method from that study is still 

slightly lower than the 93.91% accuracy achieved by the 

DenseNet Enhanced method. This indicates that the 

optimization approach applied in this study, including 

SMOTE, fine-tuning, and data augmentation, results in better 

performance compared to conventional methods used in [48]. 

Meanwhile, the study in [49], which employed the VGG16 

architecture, achieved only 80% accuracy, significantly lower 

than the results obtained with the proposed method in this 

study. This suggests that using more modern and complex 

architectures like DenseNet, combined with appropriate 

optimization techniques, can lead to substantial 

improvements in classification accuracy, especially with the 

data used. Overall, the results from Table 4 demonstrate 

proposed method in this study is competitive and even 

surpasses existing methods in the literature. The application 

of optimization techniques such as SMOTE and fine-tuning 

plays a crucial role in achieving better results, making 

DenseNet Enhanced a more effective solution compared to 

previous methods. 

IV. CONCLUSION 

This study, flower classification model develop using deep 

learning techniques, specifically evaluating the performance 

of CNN architectures on real-world data. So data not only 

images of flowers but also various background elements, 

making the task more challenging since the models had to 

focus on identified flowers with wide range of background 

distractions. Despite this, the CNN model achieved an 

accuracy of 74.61%, GoogleNet reached 87.45%, MobileNet 
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obtained 88.34%, and DenseNet, optimized with SMOTE and 

Fine-Tuning, achieved the highest accuracy at 93.92%. 

Among these, DenseNet, enhanced with SMOTE and Fine-

Tuning, provided the highest accuracy of 93.92%, surpassing 

previous studies. The results occurred because the CNN 

model begins by extract simple features from data, such as the 

edges feature or textures, using pooling to reduce spatial 

dimensions while keeping the feature maps straightforward. 

As more convolutional layers are added, the model becomes 

capable of recognizing more complex patterns. GoogleNet 

uses global average pooling to reduce parameters without 

losing spatial information, which helps prevent overfitting. 

The dense and dropout layers allow the model to learn more 

complex representations while further preventing overfitting.  

The reason behind DenseNet's better generalization is in its 

architecture, where dense connections allow each layer to 

receive inputs from all previous layers. This design promotes 

feature reuse and mitigates the vanishing gradient issue, 

enabling the model to capture complex features and improve 

accuracy. MobileNet, despite its high training accuracy, 

showed a clear sign of overfitting with its lower validation 

accuracy.  Due to its lighter design, MobileNet naturally tends 

to avoid severe overfitting, but its reduced parameter count 

makes less effective in capture detail feature representations. 

This study highlights the importance of addressing real-world 

data challenges. Dataset used included not only the flowers 

but also complex backgrounds, simulating real-life conditions 

where the flower may not always be the central object in the 

image. Despite these complexities, the DenseNet model, with 

its enhanced architecture and optimization techniques, 

performed exceptionally well in distinguishing flower species 

amidst noisy and varied backgrounds. These results 

demonstrate that DenseNet, enhanced with SMOTE and Fine-

Tuning techniques, outperformed the other models, in handle 

complexities of real-world data where the focus isn’t solely 

on the flower itself. The performance boost provided by 

SMOTE and Fine-Tuning was instrumental in improving 

classification accuracy, especially in addressing the class 

imbalance and capturing the finer details needed to 

differentiate flower species amidst background noise. The 

success of DenseNet demonstrates that applying SMOTE and 

Fine-Tuning plays the crucial role with improving ability 

from model to generalizing and handling the inconsistencies 

found in real data. Future research should focus on further 

optimizing this process, potentially by incorporating 

hyperparameter tuning or ensemble methods so hopefully can 

get better performance, so can achieve even higher levels of 

accuracy in challenging real-life classification tasks. 
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